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Abstract

Everyday scenes often contain sets of similar objects. Perceptual representations may summarize these with statistical descriptors.

After determining the psychological mean of two sizes, we measured thresholds for judging the mean with arrays of 12 circles of

heterogeneous sizes. They were close to those for the size of elements in homogeneous arrays and single elements, and were little

affected by either exposure duration (50–1000 ms) or memory delays (up to 2s). They were only slightly more accurate within the

same distribution than across different distributions (normal, uniform, two-peaks, and homogeneous), confirming that subjects were

indeed averaging sizes.

� 2003 Elsevier Science Ltd. All rights reserved.
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As we move around the environment, we feel that we

are seeing a complete and veridical perceptual repre-

sentation of the surrounding scene, akin to a high res-

olution, full-color photograph. How can we achieve this

impression, when acuity and color sensitivity rapidly

drop off with distance from the fixation point? Histori-

cally, the answer has been the composite image hypo-

thesis (Davidson, Fox, & Dick, 1973). According to
this hypothesis, the visual system builds up a compos-

ite perceptual image over consecutive fixations by

overlapping successive perceptual images in a system

that maps a retinal reference frame onto a spatiotopic

reference frame. However, psychophysical and behav-

ioral data have almost uniformly provided evidence

against this hypothesis. Irwin (1991) showed that when

two dot patterns forming a matrix of dots are presented
in rapid succession at the same spatial position within a

single fixation, a fused pattern is perceived. However, if

a saccade is made between the first and second patterns,

no perceptual fusion occurs. It seems unlikely, then, that

we build up a composite perceptual image across sac-

cades by spatially aligning information from each fixa-

tion. It seems more likely that participants abstract a

schematic representation of a scene from several suc-
cessive fixations (Hochberg, 1978; Hock & Schmelzkopf,

1980). However, the nature of the schematic represen-

tation is still unclear.

Change detection experiments also cast doubt on the

introspective impression of a rich and detailed repre-

sentation. In these experiments, an original and a modi-

fied image are presented in rapid alternation with a

blank screen between them. Observers have considerable

difficulty in detecting even major changes in alternating
scenes unless they are directly attending to the changing

object (Rensink, O�Regan, & Clark, 1997).

The visual world is highly redundant. Most surfaces

have fairly uniform properties with only occasional

discontinuities. Many elements and objects are repli-

cated within neighboring areas, for example the leaves

on a tree, the cars in a car park, a flock of flying birds.

Statistical properties, such as the mean, range and vari-
ance of the size, color, orientation, or speed and direc-

tion of motion of elements in the display may play a part

in forming schematic perceptual representations. We

can discriminate subtle color differences between indi-

vidual leaves if we attend to them, but otherwise we

register and retain just the global impression of varie-

gated greens on the tree as a whole. Ariely (2001) and

Ariely and Burbeck (1995) proposed that the visual
system represents overall statistical properties when sets

of similar objects are present. The apparently complete

and veridical perceptual representation of the sur-

rounding scene that we experience may be an illusion

generated from occasional detailed samples together
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with statistical summaries of remaining areas and an

overall interpretation of the meaning or gist. If this is the

case, it should be important to study how the statistical

properties are encoded and represented.

In motion perception, our ability to use statistical

properties is impressive. Given a stimulus containing

many different local motion directions, we form a uni-

fied global percept of motion in the direction of the
mean (Williams & Sekuler, 1984). We can discriminate

between such global percepts when they differ by as little

as 1�–2� for distributions containing up to about 45

different directions (Watamaniuk, Sekuler, & Williams,

1989). The visual system can also average speed infor-

mation. Watamaniuk and Duchon (1992) found that

participants based their discrimination of speed on the

mean speed of the stimulus, with average speed-dis-
crimination thresholds ranging from 5–10%, compara-

ble to those obtained with stimuli in which all dots move

at the same speed (De Bruyn & Orban, 1988; Snowden

& Braddick, 1991).

Statistics are also perceptually available in the do-

main of orientation. Participants are highly accurate at

performing mean orientation judgments. Thresholds are

as low as 1.5� for line textures, 2.5� for Glass patterns
(Dakin, 1997) and 1.2�–2.5� for Gaussian distributed

orientations (Dakin & Watt, 1997), comparable to ori-

entation thresholds reported for single line and grating

stimuli (Heeley & Buchanan-Smith, 1990). Observers

can even reliably estimate the average orientation of

crowded Gabor patches when these are presented pe-

ripherally and too crowded to allow the discrimination

of individual orientations (Parkes, Lund, Angelucci,
Solomon, & Morgan, 2001).

Sensory neurons appear to have adapted, through

both evolutionary and developmental processes, to

match the statistical properties of the signals to which

they are exposed (Simoncelli & Olshausen, 2001). Bar-

low (1961) proposed that information theory could

provide a link between environmental statistics and

neural responses, suggesting that the role of early sen-
sory neurons is to remove statistical redundancy in the

sensory input. Consistent with this suggestion, indi-

vidual neurons rapidly adapt to changes in contrast

and spatial scale (Smirnakis, Berry, Warland, Bialek, &

Meister, 1997), orientation (M€uuller, Metha, Krauskopf,

& Lennie, 1999), and variance of velocity (Brenner, Bi-

alek, & de Ruyter van Steveninck, 2000).

In the present paper, we explore the evidence for
statistical processing in the domain of size, and attempt

to measure it directly. The starting point was a finding

by Ariely (2001) and Ariely and Burbeck (1995), who

showed that participants are considerably better at

judging the mean size of a set of circles than at judging

the size of any randomly selected member of the set.

Ariely presented displays of circles of various sizes. In

the mean judgment task, these were followed by a single

probe circle to be judged as larger or smaller than the

mean. In the member identification task, the display was

followed in one experiment by a single probe circle to be

judged as having been present or absent in the preceding

display, and in another experiment by a pair of circles

for a forced choice judgment of which had been present

in the preceding display. Note that these tests depended

on immediate memory for the display.
By asking which of two displays had the larger mean,

our experiments compared discrimination when both

displays were present together to performance with

successive presentation at ISIs of either 100 ms or 2 s.

Thus we could compare immediate perception with

memory and memory decay, if any. We also compared

perception of the mean with perception of individual

sizes, using three kinds of size judgments: judgments of
the mean size in heterogeneous displays, judgments

of the same-sized items in homogeneous displays, and

judgments of the size of single items presented alone. In

subsequent experiments we explored the effects on mean

size judgments of varying the exposure duration, and the

efficiency of statistical judgments of the mean size within

sets drawn from the same distribution or across sets

drawn from different distributions.
Before testing perception or memory for the mean

size of sets of circles, it seemed important to determine

what is in fact perceived as the mean size, using just two

items. Is it the arithmetic mean of the diameters, or of

the areas, or should we use a logarithmic scale, as We-

ber�s law might suggest, or a power function, which,

according to Teghtsoonian (1965), gives the best esti-

mates of size perception using a magnitude estimation
procedure (Stevens, 1957). We also investigated whether

estimates of the mean size differ for one and for two-

dimensional stimuli, comparing lines and circles. The

details of this experiment are given in Appendix A.

The method and results can be summarized as fol-

lows. Participants saw two circles (or two lines) in the

upper half of the display and were asked to adjust the

size of a third circle (or line) in the lower half of
the display to match the mean size of the two presented

stimuli. The initial size of the adjustable stimulus was

either small (3.60�–5.01�) or large (15.89�–14.48�). The

participants served in one block testing perception, in

which the two fixed stimuli remained present while the

adjustment was made, and one testing memory, in which

the two fixed stimuli were presented for 1 s only. Each

block was preceded by two practice trials.
We report only the results for the circles here. The

mean size estimates were the same for the perception

and the memory blocks although the variance was larger

for memory. Participants� estimates differed significantly

from the geometric mean (tð25Þ ¼ 16:315, p < 0:01), the

arithmetic mean of the diameters (tð25Þ ¼ 4:762, p <
0:01), and the arithmetic mean of the areas (tð25Þ ¼
�5:514, p < 0:01). The results approximated the power
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function with an exponent of 0.76 previously reported

by Teghtsoonian (1965) using the method of magnitude-

estimation for judgments of the size of a single stimulus

rather than the mean of two. Note that the power

function with the exponent of 0.76 predicts a mean that

lies between the mean of the areas and the mean of the

diameters. One possible explanation is that participants

divided their estimates between matching the mean area
and matching the mean diameter length. The values are

too close for our data to distinguish whether the partic-

ipants could be divided into two groups, one matching

each of those criteria. The results give us the informa-

tion we need to interpret the results of subsequent ex-

periments and to assess participants� ability to extract

the mean of displays containing more than two circles.

1. Experiment 1

In Experiment 1, we measured thresholds for judg-

ments of the mean size of 12 circles of varied sizes, using

the method of constant stimuli. We compared these to

thresholds for judgments of the sizes of a set of 12
identical circles in a display, and for judgments of the

size of a single circle presented alone.

Ariely (2001) and Ariely and Burbeck (1995) found

that judgments of the mean size in heterogeneous arrays

were more accurate than judgments of individual

member sizes in the same arrays. In fact his participants

proved quite unable to discriminate between specific

items randomly selected from the display and new items
that were within the same range of sizes but that had not

been presented. His goal was to see whether the ability

to identify the mean size of a set depends on the ability

to identify the individual elements of the set. His sur-

prising conclusion was that the mean judgment was a

separate and much more efficient process. The purpose

of our Experiment 1 was to test just how accurately we

could judge the mean size of a set, and to compare these
judgments with the accuracy of judging the size of single

items presented alone and judgments of homogeneous

sets of items. We also tested how these abilities were

affected by different time delays.

1.1. Method

1.1.1. Participants

Five participants including the first author partici-

pated in the experiment. All were members of Princeton
University. All had normal or corrected-to-normal

vision.

1.1.2. Apparatus and stimuli

The stimuli were presented on the screen of a Sam-

sung SyncMaster 955DF 19 in. Monitor. The monitor

was driven by a Macintosh G4, which also performed all

timing functions and controlled the course of the ex-

periment. Participants viewed the screen with both eyes
and were seated approximately 66 cm from the screen.

The stimuli are shown in Fig. 1. Each display was di-

vided into two halves vertically, each containing either 1

or 12 circles in either one or a mixture of four sizes. The

sizes were equally spaced on a log scale separated by a

factor of 1.25. 1 The mean circle diameter was 2.63� and

the diameters ranged from 1.82� to 3.56�. The left and

right displays were separated by 6.32� in their near
edges. Each visual field had an imaginary 4 � 4 matrix

where each cell measured 6:32�� 6:32�. The locations of

the circles within the displays were randomly selected in

the matrix and they were randomly jittered within the

range of 0.49� in each cell of the matrix. When only one

circle was presented in each visual field, it was always

presented in the center of the matrix. In each trial all of

the circles shown were randomly scaled by a small
multiplicative factor to discourage the participants from

basing their judgments on previously seen stimuli. Four

multiplicative factors (0.7, 0.8, 0.9, 1) were used and the

same factor scaled all circles in any one trial. The lu-

minance of the stimuli was 49.93 cd/m2 and the lumi-

nance of the black background was 0.006 cd/m2.

1.1.3. Design

The task was to say which side of the display had the

larger size or the larger mean size. There were two in-

dependent variables in the experiment, which were both

Fig. 1. The timelines for Experiment 1. (a) Examples of the timeline of

the simultaneous presentation mode and of heterogeneous stimulus

sets. (b) Examples of the timeline of the successive presentation mode

and of homogeneous stimulus sets.

1 This experiment was actually run before the pilot study described

above, or we would have used the power function rather than a log

scale. However, there were only slight differences between the arith-

metic mean of the diameters and the mean of the power function

values. These differences disappeared in the actual stimuli because all

the differences were less than one pixel.
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varied within participants. The first variable was the

type of size comparison to be made between the left and

the right array––either the mean sizes of the hetero-

geneous arrays, or the sizes of the circles in the two

homogeneous arrays, or the sizes of two single circles

presented alone. The second variable was the presenta-

tion mode––either simultaneous, or successive. With

successive presentations, 2 ISIs were tested, 100 ms and
2 s.

Each participant served in at least four sessions con-

taining six blocks each (3 types of size discrimination� 2

presentation modes) as well as six practice blocks. The

discrimination type (heterogeneous, homogeneous, and

single) and presentation mode (simultaneous or succes-

sive) were blocked and the order of blocks was coun-

terbalanced within and across participants. The two ISIs
in the successive presentation condition were randomly

mixed within the successive presentation blocks. There

were 21 trials in the practice blocks, 96 trials (6 com-

parison stimuli� 16 repetitions) in the simultaneous

presentation condition, and 192 trials (2 ISIs� 6

comparison stimuli� 16 repetitions) in the experimental

blocks of the successive presentation condition. The

order of trials within each block was randomly selected
under the constraint that each condition (comparison

stimuli or ISI) was presented once before any condition

was repeated.

Thresholds were measured using the method of con-

stant stimuli in which participants decided on each trial

which visual field had the larger size or the larger mean

size. The circles on each side differed by a constant

difference in diameter within any given display. There
were six constant differences between the two displays,

2%, 4%, 6%, 8%, 10% and 12% diameter difference on

the power function scale. An equal number of trials with

each constant difference were randomly mixed in the

experiment. Probit analysis (Finney, 1971) was used to

determine the thresholds. This procedure plots the

proportion of correct judgments against each difference

between the two displays. The threshold was defined as
the percent diameter difference between the two displays

that gave 75% accuracy in this graph. When we could

not decide the threshold due to low accuracy, we reran

that block with a wider range of stepwise differences.

Only one participant needed an extra step of 14% di-

ameter difference for the successive presentation mode

with both 100 ms and 2 s delay.

1.1.4. Procedure

A timeline of the procedure is shown in Fig. 1. Each

trial started with a fixation cross for 500 ms. In the si-

multaneous presentation condition, 12 circles of 4 dif-
ferent sizes, 12 circles of the same size, or an individual

circle were presented at the same time for 200 ms in each

visual field. In the successive presentation condition, the

circles in the left visual field were presented first for 100

ms and the circles in the right visual field were presented

for 100 ms either 100 ms or 2 s later. Participants� task

was to decide either which visual field had the larger

mean size or which visual field had the larger size. When

they thought that the left visual field had either the

larger mean size or the larger size, they pressed �1�. When

they thought that the right visual field had either the
larger mean size or the larger size, they pressed �2�. When

their decision was incorrect, they heard a short high-

pitched tone.

1.2. Results and discussion

The results of Experiment 1 are shown in Fig. 2. The

thresholds were low for all three types of size judgment.

A diameter difference of only 6–8% was required for

75% accuracy in mean judgments when the stimuli were

presented simultaneously. Delays of up to 2 s had little

effect on the thresholds for the homogeneous arrays of
circles. However, the thresholds for the heterogeneous

arrays and the single circles did increase with delay.

An ANOVA indicated significant effects of discrimi-

nation type (Fð2;32Þ ¼ 8:591, p < 0:01) and of presenta-

tion delay (Fð2;32Þ ¼ 13:284, p < 0:01). According to

Bonferroni post hoc analysis, these differences were due

to significantly higher thresholds with heterogeneous

than with homogeneous displays, and significantly
higher thresholds at 2 s than at 100 ms or 0 ms delays.

The interaction between the type of size judgment and

the presentation delay was not significant (Fð2;32Þ ¼ 1:53,

p ¼ 0:22). However, separate analyses of the effect of

size judgment type for each presentation mode revealed

that the homogeneous condition was different from the

mean and single item conditions at 2 s delay (Fð2;8Þ ¼
11:238, p < 0:01), but there were no significant effects of

Fig. 2. The results of Experiment 1. The Y -axis indicates the thresh-

olds defined as the percent diameter difference between the two dis-

plays on any given trial. The X -axis indicates the delays between the

two displays and SIMUL stands for simultaneous presentation. The

error bars indicate the standard errors.
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size judgment type at 100 ms delay (Fð2;8Þ ¼ 3:624,

p ¼ 0:08) or in the simultaneous condition (Fð2;8Þ ¼
1:148, p ¼ 0:36).

The thresholds for mean size in our experiment were

similar to those found by Ariely (2001) and Ariely and

Burbeck (1995). The size differences in our set were be-

tween those in the two sets used by Ariely. Ours were

separated by a factor of 1.25, giving a threshold of 8–
10% in the delay conditions, whereas his scaling factors

were 1.05 in his similar set, giving a threshold of 4–6%,

and 1.4 in his dissimilar set, giving a threshold of 6–12%

with successive presentation. Performance on the single

items was much better in our experiment than in Ari-

ely�s. This is not surprising since in our experiments,

comparison of two single items were made on single item

displays, so that attention could be focused on the two
relevant items. In Ariely�s experiment, the single item

was sampled after the presentation from a multi-item

display.

Our finding that the comparisons of mean size were

as accurate as comparisons of two single items is quite

surprising. With an exposure duration of 200 ms, it is

unlikely that participants had time to calculate the mean

size by adding each size and then dividing the sum by the
total number of circles. This suggests that the process of

extracting the mean size might be a parallel preattentive

process. Its limits are tested in the next experiment

where we vary the exposure duration.

2. Experiment 2

In Experiment 2 we investigated how the exposure
duration affected judgments of the mean size of heter-

ogeneous, and homogeneous arrays and of a single pair

of circles.

2.1. Methods

2.1.1. Participants

The same five participants as in Experiment 1 were

tested in this experiment.

2.1.2. Apparatus and stimuli

The stimuli and the luminance were the same as in

Experiment 1 except that a different monitor and a dif-

ferent computer were used. The stimuli were presented

on the screen of an Apple 17 in. Monitor, which was

driven by a Macintosh G3. Participants were seated

approximately 66 cm from the screen. The sizes in this

experiment were slightly smaller than those in Experi-
ment 1 because of the smaller monitor. The mean circle

diameter was 2.35� and the diameters ranged from 1.63�
to 3.18�.

2.1.3. Design

There were two independent variables in the experi-

ment, which were both varied within participants. The

first variable was the type of size comparison to be made

between the left and the right array––either the mean

sizes of the heterogeneous arrays, or the sizes of the

circles in the two homogeneous arrays, or the sizes of

two single circles presented alone. The second variable
was the exposure duration of the stimuli––either 50 ms,

100 ms, or 1 s.

Each participant served in two sessions consisting of

three blocks each (three types of size discrimination) as

well as three practice blocks. The three stimulus dura-

tions were intermixed in each block. There were 21 trials

in the practice blocks, 336 trials in the experimental

blocks (7 comparison stimuli � 3 exposure durations�
16 repetitions). The order of blocks was counterbal-

anced within and across participants. The order of trials

within each block was randomly selected under the

constraint that each condition was presented once be-

fore any condition was repeated.

Thresholds were estimated using the same method as

in Experiment 1 except that seven comparison stimuli

were used with an additional step of 14% diameter dif-
ference.

2.1.4. Procedure

The timeline of this experiment�s procedure and the

task were the same as for the simultaneous presentation

condition in Experiment 1 except that the presentation

time varied within each block.

2.2. Results and discussion

The results of Experiment 2 are shown in Fig. 3.

Overall thresholds differed significantly across the size

judgment conditions (Fð2;32Þ ¼ 7:485, p < 0:01). A Bon-

ferroni post hoc analysis indicated that the threshold in

the homogeneous condition was significantly lower than

Fig. 3. The results of Experiment 2. The X -axis indicates the duration

of the stimuli.
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the threshold in the heterogeneous mean condition. The

thresholds decreased as the duration was increased

(Fð2;32Þ ¼ 14:889, p < 0:01). A Bonferroni post hoc

analysis indicated that the thresholds at 50 and 100 ms

durations were significantly higher than those at 1 s

duration. The interaction between the type of size

judgment and the presentation duration was not signif-

icant (Fð2;32Þ ¼ 1:042, p ¼ 0:40). However, when we
looked separately at the effect of size judgment at each

presentation duration, the threshold for the mean size

was higher than the threshold for the homogeneous and

single circle conditions at 1 s duration (Fð2;8Þ ¼ 9:362,

p < 0:01), but there were no significant differences at 100

ms duration (Fð2;8Þ ¼ 2:076, p ¼ 0:19) or 50 ms duration

(Fð2;8Þ ¼ 4:028, p ¼ 0:06).

It is striking that there was so little deterioration in
mean size judgments as the exposure duration was re-

duced to only 50 ms. It seems that participants are ca-

pable of extracting the mean size of two displays of 12

circles each quite accurately in as little as 50 ms. The

single item appeared to benefit a little more from the

longer exposure duration of 1 s although the interaction

did not reach significance. There may be a floor effect on

the mean judgments, limiting the improvement that is
possible. Internal noise in the averaging process could

prevent the increased accuracy that is possible with in-

creased exposure to a single item.

3. Experiment 3

In the final experiment, we tested comparisons of

mean size across different distributions of sizes, to see
how thresholds for the mean size would be affected. The

experiments so far have used a uniform distribution in

generating the heterogeneous displays (equal numbers

from each of four sizes). If the participants randomly

selected one size in a visual field and compared it to a

closest match in the opposite visual field, or if they

simply compared the largest size across the two dis-

plays, they could successfully perform a mean discrimi-

nation without averaging any size. To rule out this

strategy, we used different distributions in some condi-
tions of Experiment 3, ruling out the option of com-

paring individual circle sizes. We compared participants�
performance in judging mean sizes across different dis-

tributions and within the same distribution.

3.1. Method

3.1.1. Participants

The same five participants as in Experiment 1 and an

additional two na€ııve participants were tested in the ex-

periment.

3.1.2. Apparatus and stimuli

The apparatus, the stimuli, and the luminance were

the same as in Experiment 2 except that four different

distributions were used in Experiment 3. The four dif-
ferent distributions are shown in Fig. 4. The uniform

distribution had equal numbers of each of four different

sizes (three circles for each of four different sizes). A

two-peaks distribution had equal numbers of two dif-

ferent sizes (six instances each of the smallest and the

largest circle from the uniform distribution). The normal

distribution had unequal numbers of four different sizes

(two instances each of the smallest and the largest size
and four instances of the two intermediate-sized circles).

The homogeneous distribution had only one size (twelve

Fig. 4. The four different distributions. The frequency of each size in each type of display, as well as one example of each distribution is shown. The

numbers on the X -axis indicate the size of each circle in visual angle.
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circles of the mean size of the other distributions). The

mean size was the same for all four distributions.

3.1.3. Design

All possible pairs of the four different distributions

(10 altogether) were tested with the five experienced

participants. The two new participants were tested on

the six possible pairs among three distributions (uni-

form, two-peaks, and homogeneous distributions). All

factors were varied within participants.

The five experienced participants served in two ses-

sions of ten blocks each (10 pair-wise comparisons) as
well as one practice block. The two new participants

served in two sessions of six blocks (6 pair-wise com-

parisons) as well as one practice block. There were 30

trials in the practice blocks, 112 trials (7 comparison

stimuli � 16 repetitions) in the experimental blocks. The

order of blocks was counterbalanced within and across

participants. We randomly selected the order of the

blocks for the first participant in the first session and
reversed the order for the last session. The order of the

blocks for the next participant was the reverse of the

previous participant. This was repeated for the following

pairs of participants. The order of trials within each

block was randomly selected under the constraint that

each condition was presented once before any condition

was repeated.

Thresholds were estimated by the same method as in
Experiment 1 with the following exceptions; We used

seven comparison stimuli. The two na€ııve participants

had a step size of 3% diameter difference, and three of

the expert participants redid three or four pair-wise

comparisons with a step size of 3% or 4% diameter

difference.

3.1.4. Procedure

The task and the timeline of this experiment�s pro-

cedure were the same as the simultaneous presentation

condition of the mean size discrimination in Experiment

1 except that the distributions varied across the blocks.

The five experienced participants were given feedback

after each trial, whereas the two new participants were

given feedback only in the practice blocks.

3.2. Results and discussion

The results of Experiment 3 are shown in Fig. 5. We
first compared within- and between-distribution pairs.

The thresholds for mean discriminations within the

same distributions were around 8%, which is similar to

the threshold for the simultaneous condition in Experi-

ment 1. The thresholds for mean discriminations across

different distributions were around 10%. The difference

was small but significant (Fð1;4Þ ¼ 61:464, p < 0:01).

An ANOVA on the ten pairs tested showed a sig-
nificant overall effect of distribution type (Fð9;36Þ ¼
10:729, p < 0:01). According to a Bonferroni post hoc

analysis, there were no significant differences between

judgments on any pairs drawn from within the same

distributions, or between judgments on any pairs drawn

from two different distributions, with one exception:

pairs from two homogeneous distributions gave signifi-

cantly lower thresholds than pairs drawn from two
normal distributions. The homogeneous pairs gave the

lowest threshold, which differed significantly from all

the judgments between two different distributions. The

judgment on a two-peaks and a homogeneous pair gave

the highest threshold, which differed significantly from

all judgments on pairs from the same distributions.

Fig. 5. The results of Experiment 3. U stands for the uniform distribution, T stands for the two-peaks distribution, N stands for the normal dis-

tribution, and H stands for the homogeneous distribution.
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The fact that thresholds for discriminating the mean

size between different distributions were only 2% higher

than thresholds for discriminating displays from the

same distribution is a critical observation for the claim

that participants were indeed averaging sizes. In most

cases, when the distributions are different, participants

are forced to compare the means rather than any indi-

vidual items. The result confirms that at least in these
conditions the displays are being statistically analyzed

and compared. The highest threshold involved a com-

parison across the two-peaks and the homogeneous

displays. These are the two that differ most in appear-

ance, with no shared sizes at all and maximally different

variances. Again the fact that thresholds were only

marginally higher here, at least for the experienced

participants, confirms that participants are able to re-
spond to the mean of two sizes almost as accurately as

to a single size.

Thresholds for the na€ııve participants did not differ

significantly from those of the experienced participants.

The na€ııve participants did not get feedback during the

experimental blocks, whereas the experienced partici-

pants did. These results imply that people can accurately

average sizes without any period of extensive learning.

4. General discussion

The first two experiments measured thresholds for
discriminating the mean sizes of two displays, compar-

ing simultaneous with successive presentations and

heterogeneous with either homogeneous multi-item

displays or single item displays, which did not require

any averaging process. The results were surprising. The

mean judgments with heterogeneous displays were either

as accurate, or close to as accurate, as the single item

judgments. There was little effect on mean judgments of
either the delay with successive rather than simultaneous

presentation (over a range of 0–2 s) or exposure dura-

tion (over a range of 50–1000 ms). The thresholds did

rise significantly with delay, but only to 10%, and with

decreased presentation time but only to 8%. The in-

crease in thresholds was if anything smaller than those

for the single items. Judgments of the mean size of

heterogeneous displays seem to be made both efficiently
and in parallel.

Although thresholds were similar across all condi-

tions, there were some differences that reached signifi-

cance. They can be summarized as follows: first, in both

of the more difficult conditions, those with brief expo-

sures and those with long delays, the homogeneous

displays gave better performance than either the hetero-

geneous or the single item displays. Thus the redundant
presentation of multiple identical circles appears to help

participants when the conditions impose extra demands

either on processing speed or on memory. Secondly, the

single item displays improved more than the heteroge-

neous displays as the exposure duration increased and as

the delay was reduced or eliminated. There may be in-

ternal noise in the averaging process that sets a ceiling

on the improvement that is possible with heterogeneous

displays.

Thresholds in the present experiment increased only

by 2% for the mean judgments as the exposure duration
decreased by a factor of forty (from 2 s to 50 ms). Even

allowing for some use of iconic memory, it is unlikely

that any serial process of adding each size and dividing

by the number of circles could be implemented. Per-

formance was as good at 50 ms for the mean judgments

as for the single circles. This highly accurate perfor-

mance with such a brief exposure is consistent with the

hypothesis of a separate parallel mechanism operating
on sets of items to extract their mean size, and perhaps

other statistical measures such as their range or vari-

ance. It may also represent statistical measures on other

dimensions besides size, such as orientation, speed and

direction of motion, color and other properties.

The results of Experiment 3 support our belief that

the participants really were averaging sizes when they

made mean size judgments. Tests involving different
distributions can rule out strategies bypassing the aver-

aging process. For example, comparisons of homoge-

neous displays to displays with two-peaks cannot

depend on matching individual circles, since no identical

stimuli are present across the pairs of displays. Yet most

between-distribution thresholds were within 1% of 2% of

the corresponding within-distribution thresholds and

the largest difference was only 4%.
The idea that the visual system generates statistical

measures of the features present in a scene was proposed

in a different context by Treisman and Gormican (1988)

who linked it to parallel processing in feature search

tasks. Studies of visual attention (e.g. Treisman & Ge-

lade, 1980; Wolfe, Cave, & Franzel, 1989), have shown a

limited mental capacity for search tasks involving any-

thing more complex than separate, highly discriminable
features. This makes it important for the visual system

to reduce the processing load by summarizing redundant

information. Treisman (1991) and Treisman and Gor-

mican (1988) suggested that preattentive processes pool

feature information within each of a set of coarsely co-

ded feature maps, giving an average measure of the

degree to which each of these feature values is present in

the display. Popout performance depends on global at-
tention to the display as a whole. A unique target is

detected if it generates activity in a set of detectors that

are not also activated by the distractors. Search asym-

metries arise when a single feature in which target and

distractors differ is present in one of the two and absent

or reduced in the other. For example, lines may be

represented by their orientation and their degree of

curvature. A curved line has some curvature, whereas a
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straight line has none. The presence of activity in cur-

vature detectors allows a curved line to pop out among

straight ones, but not the reverse. When the target has

no unique feature and activates the same detectors as the

distractors, but to a lesser degree, an attention window

of adjustable size is narrowed sufficiently to isolate

pooled samples whose averaged signal differs detectably

when the target is present in the sample and when it is
not. Thus feature activity is averaged within the window

of attention, allowing comparisons of feature activity

within the attended area with that present in the rest of

the display. The less discriminable the target is from the

distractors, the more narrowly focused the attentional

scan must be. Combined with the idea of coarse coding

of features by ratios of activity in a few populations of

detectors, this idea proved useful in explaining search
asymmetries and the continuum of increasing search

slopes with decreasing feature discriminability. Consis-

tent with these suggestions, Chong and Treisman (2000)

showed that statistical processing is more readily com-

bined with global or distributed attention than with lo-

cal or focused attention. The present research confirms

that averaged information does become rapidly avail-

able for sets of items that are processed in parallel.
Statistical processing does not depend on conscious

access to the individual items to be averaged. Crowding

in the visual periphery, a form of attentional overload,

can eliminate perception of particular individual items

(He, Cavanagh, & Intriligator, 1996). However, Parkes

et al. (2001) showed that humans could reliably estimate

the average orientation even in conditions in which they

were unable to report the orientation of any individual
patch. Again this suggests preattentive averaging of

feature information.

How might we form representations of mean values

on various feature dimensions? One alternative would be

to record all the individual values and average them.

Parkes et al. (2001) applied an averaging model to ori-

entation judgments. They made the additional assump-

tion that Gaussian noise is added both in encoding the
individual values and in averaging them. Their model

simulated human performance quite accurately. The

idea that perception of the mean depends on first reg-

istering all the individual elements is also consistent with

the physiological finding that the global perception of

the average direction of motion is severely impaired

when cats lose a large proportion of their directionally

selective neurons as a result of being reared in a re-
stricted environment for the first 8 months of life,

greatly reducing the number of directionally selective

neurons (Pasternak, Albano, & Harvitt, 1990).

A simple averaging model, however, cannot fully

explain our findings in mean size judgments. It would

predict the same performance across distributions as

within distributions, since it uses the same averaging

algorithm and adds the same early and late noise to

independently encoded values. Yet our size thresholds

were significantly higher when the distributions were

different. Judgments of the perceptual mean may be

harder to abstract across differences in the range or in-

dividual elements.

Another possible mechanism might be to take a fixed

sample of individual values and to average those.

However this would predict decreasing accuracy as the
display size increases and any given sample becomes less

representative of the whole. Yet Ariely (2001) found no

effect of display size, suggesting parallel registration of

the whole display.

The shape of the population response across indi-

vidual neurons may offer an alternative to the averaging

model. If the visual system registers the distribution

across individual values, it could take the peak value
after normalization as representing the mean. In the

domain of motion perception, Treue, Hol, and Rauber

(2000) used a related idea to predict perceptual segre-

gation of independently moving surfaces. When the

distribution is too broad to be interpreted as a single

direction of motion, they suggest that the perceived di-

rections represent the activation peaks of the smallest

number of Gaussian shaped activity profiles that could
be summed to produce the observed activity profile.

They recorded the neural responses in macaque area

MT to dot patterns sliding transparently across one

another, which are normally perceived as independently

moving surfaces. The stimuli contained two directions.

Segregation did not depend on the presence of two most

strongly activated values. Rather, the visual system

seemed to use the overall shape of the population re-
sponse to determine the number and directions of mo-

tion components, as if the center of each Gaussian was

used to represent an underlying population perceptually.

Their approach explained a number of phenomena, in-

cluding susceptibility of the motion system to direction

metamers, where motion patterns combining three of

five directions were incorrectly perceived by subjects as

comprising only two directions.
An equivalent model in the size domain could explain

our finding that the accuracy of mean discrimination

was slightly reduced when the distributions differed,

especially when one of the two was the two-peaks dis-

tribution. In the two-peaks distribution the separation

between the two circle sizes was larger than in any of the

other distributions. This may have resulted in occasional

representation by two inferred Gaussians, and no rep-
resentation of the mean.

There are many ways in which representing the sta-

tistical properties of a display may be helpful in everyday

life. First accurate representation of statistical properties

can help us to distinguish different surfaces by their

texture, allowing us to segregate the scene into likely

objects and distinct background areas-an essential step

for object identification and selective attention. Julesz
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(1981) found that people could preattentively distinguish

texture pairs, if they had certain visual features (textons)

whose first-order statistics provided the information

necessary to segregate areas and establish texture bor-

ders. Nothdurft (1990, 1997) describes the statistical re-

quirement for texture boundaries to become salient:

feature variation across the boundary must be signifi-

cantly greater than feature variation within the bound-
aries. Texture features derived from the local statistics of

an image can simulate human performance (Rubenstein

& Sagi, 1990) and can be used to classify satellite images

(Haralick, Shanmugam, & Dinstein, 1973).

Secondly, accurate representation of the mean may

facilitate detection of an odd object in a scene. Instead

of comparing all objects in a scene to each other, we can

compare each object to the mean and standard deviation
of the background population, allowing faster detection

of any outliers.

Finally, statistical representation helps to economize

on the limited capacity of the visual system. Rather than

preserving all the detailed information in a scene, we can

abstract the statistical properties and then at retrieval fill

them in using the stored statistics. Given the complexity

of a typical visual scene and our limited capacity for
perceiving and storing the details, we have little alter-

native to using summary representations.

Appendix A. Experiment to assess the perceived size of

the mean of two circles or lines

A.1. Method

The stimuli were presented on the screen of a Sam-

sung SyncMaster 955DF 19 in. Monitor, driven by a

Macintosh G4, which also performed all timing func-

tions and controlled the course of the experiment. Par-
ticipants (13 Princeton undergraduates) viewed the

screen with both eyes and were seated approximately 66

cm from the screen. Each display contained two circles

or two lines to be averaged and one circle or line to be

adjusted to match the perceived mean of the other two.

The adjustable circle or line was presented in the center

of the lower visual field. The other circles were presented

in the center of the left and right upper visual field. The
range of sizes was from 5.05� to 14.44� (diameters for

the circle and lengths for the line). In each trial all of the

circles and lines either remained same or were scaled by

multiplying the sizes by 1.3. The same factor scaled all

circles and lines in one trial. The luminance of the

stimuli was 49.93 cd/m2 and the luminance of the black

background was 0.006 cd/m 2.

There were three independent variables in the ex-
periment, all of which were varied within participants.

One was the type of test (either perception or memory)

which was varied between blocks. The other two, which

were varied within blocks, were the stimulus type (either

circle or line), and the initial size of the adjustable

stimulus (requiring either ascending or descending size

adjustments). The initial size was randomly selected over

a range of 3.60�–5.01� in ascending trials and 15.89�–
14.48� in descending trials. Each block started with two

practice trials, followed by 48 trials (2 stimulus types�
2 initial sizes of the adjustable stimuli � 2 multiplica-
tive factors � 6 repetitions). The order of blocks was

counterbalanced across participants. The order of trials

within each block was randomly selected under the

constraint that each condition was presented once be-

fore any condition was repeated.

In the perception block, two stimuli and an adjust-

able stimulus were presented until participants com-

pleted their adjustments. Participants were asked to set
the adjustable circle to match the estimated mean size of

the two circles. They could decrease the size of the ad-

justable circle by 0.49�, whenever they pressed �1�. They

could increase the size of the adjustable circle by the

same amount, whenever they pressed �2�. When they

finished their adjustments, they could move on to the

next trial by pressing �9�. In the memory block, the

procedure was the same as in the perception block ex-
cept that the two stimuli disappeared after 1 s. The ad-

justable circle was present from the beginning in the

memory block.

A.2. Results and discussion

The results are shown in Fig. 6. The mean size esti-

mates did not differ significantly in the perception and

memory conditions (Fð1;84Þ ¼ 2:996, p ¼ 0:09), but the

variance of the size estimates was significantly larger in

the memory condition than in the perception condition

(Fð1;84Þ ¼ 15:192, p < 0:01), suggesting some decrease in

accuracy over time. The estimated mean size was larger
for the lines than for the circles (Fð1;84Þ ¼ 10:643, p <
0:01) and the variance of the line-size estimates was also

larger than that of the circle-size estimates (Fð1;84Þ ¼
7:021, p < 0:01). No two-way or three-way interactions

were significant. Since the other main effects did not

vary with the size of the set, we averaged the data of the

larger set and the smaller set.

The left side of Fig. 6 shows the presented sizes and
the possible mean sizes according to different calculation

methods. Participants� estimates differed significantly

from the geometric mean (tð25Þ ¼ 16:315, p < 0:01), the

arithmetic mean of the diameters (tð25Þ ¼ 4:762, p <
0:01), and the arithmetic mean of the areas (tð25Þ ¼
�5:514, p < 0:01).

Teghtsoonian (1965) investigated judgments of size

using the method of magnitude-estimation. She found
that the judged size of a circle was related to its area by a

power function with an exponent of 0.76. In order to see

whether this formula would also predict our data on
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perceptual mean sizes, we converted the areas of the two

presented sizes in our experiment using a power function

with an exponent of 0.76, calculated the mean size of the

two predicted sizes, and then converted the mean back

into a physical size. This predicted perceptual mean size

was a good approximation of the participants� estimates

and did not differ from them statistically (tð25Þ ¼ �0:871,

p ¼ 0:39) either for the perception (tð12Þ ¼ �0:472, p ¼
0:65) or for the memory conditions (tð12Þ ¼ �0:728, p ¼
0:48). Note that the power function with the exponent of

0.76 predicts a mean that lies between the means of the

areas and the means of diameters. One possible expla-

nation of our results is that participants divided their

estimates between matching the mean area and match-

ing the mean diameter length. The values are probably

too close for our data to distinguish whether the par-
ticipants could be divided into two groups, one match-

ing each of those criteria. The same kind of compromise

also had determined the size judgments made by Teg-

htsoonian�s observers. She instructed one group of

participants specifically to judge size on the basis of area

and found an exponent of 1.03. When they were given

no particular instructions, the exponent dropped to 0.76,

consistent with a mixture of judgments based on area
and judgments based on diameter.

In the case of the lines, our participants� estimates

showed a similar bias, giving an estimate of mean length

that was significantly larger than the arithmetic mean

(tð25Þ ¼ 5:817, p < 0:01). Our results differ from those of

Teghtsoonian (1965), whose participants gave judged

sizes related to length by a power function with an ex-

ponent of 0.98, which was not significantly different
from 1. In Teghtsoonian�s experiments lines and circles

were blocked, whereas they were intermixed in our ex-

periment. The estimates of the circle sizes in our mixed

blocks may have influenced estimates of line length.
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